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I n March 2022, rigorous evaluation and guardrails for health
care–related artificial intelligence (AI) were called for, which led
to the creation of the Coalition for Health AI (CHAI) in Decem-

ber 2022 committed to developing guidelines for the responsible
use of AI in health care.1-3 CHAI is a community of health systems,
public and private organizations, academia, patient advocacy
groups, and expert practitioners of AI and data science that came
together to harmonize standards and reporting for health AI and
educate end users on how to evaluate efficacy and safe integration
of these technologies into health care settings before adoption. In
April 2023, members of the CHAI community released a draft blue-
print for trustworthy AI implementation guidance and assurance
for health care,4 which as a next step envisioned assurance labora-
tories as a place to evaluate AI models via an agreed-on set of prin-
ciples. Additionally, the labs would provide a sandbox environment
for the development community that would enable ongoing inno-
vation and future development, testing, and validation of safe and
effective AI algorithms.

Over this same period following the launch of the viral app
ChatGPT in November 2022, discussions of generative AI (genAI)
have entered the mainstream media and dominated the narrative
around AI more broadly, fueling hype in both the promise and per-
ils that AI poses.5-7 AI has dominated scholarly publications in sci-
ence and health as well over this period; the number of publica-
tions in PubMed with “ChatGPT” in the title or abstract went from a
mere 4 in December 2022 to 1456 as of October 2023, translating
to roughly 5 articles being added every day since January 1, 2023,
as of this writing.5

In reviewing existing community best practices for trustwor-
thy AI, Lu et al8 found more than 200 recommendations for report-

ing performance of models or describing characteristics of the source
data via “model cards” and “data cards.” While many randomized
clinical trials or other types of scientific studies have evaluated the
performance of AI models, each uses a different set of evaluation
criteria, making it difficult to compare algorithms. This issue is com-
pounded when applied to the wide variety of predictive AI models
from disease detection to clinical intervention9-11 that need perfor-
mance validation and ongoing monitoring for algorithmic effective-
ness across demographic and social determinants such as race and
ethnicity, gender, age, geography, and income.12,13 In areas where
AI models fall within regulatory oversight, a framework for estab-
lishing safety, reliability, and efficacy exists.14 However, any AI model
falling outside of regulation, such as models for early detection of
disease, automating billing procedures, facilitating scheduling, sup-
porting public health disease surveillance, and other uses beyond
traditional clinical decision support, should still follow similar rigor
in its development, testing, and validation, as well as performance
monitoring, when considering development and integration of de-
cision support and/or administrative capabilities. For this discus-
sion, health AI models according to the proposed rule 88 FR 23746,
dated April 18, 2023, were scoped.15

Given Executive Order 14110 by President Biden,16 which in sec-
tion (G)(ii) calls for the development of AI assurance policy and in-
frastructure for measuring premarket and postmarket perfor-
mance of AI models against real-world data, there is an urgent need
for (1) development of standards, guidelines, and best practices to
harness the capabilities of using AI guidance, while minimizing risk
associated with it; (2) concrete guidance on procedures to ensure
that the use of AI, including genAI, in health care is fair, appropri-
ate, valid, effective, and safe (FAVES)15,16; (3) a place—an assurance

IMPORTANCE Given the importance of rigorous development and evaluation standards
needed of artificial intelligence (AI) models used in health care, nationwide accepted
procedures to provide assurance that the use of AI is fair, appropriate, valid, effective, and
safe are urgently needed.

OBSERVATIONS While there are several efforts to develop standards and best practices to
evaluate AI, there is a gap between having such guidance and the application of such
guidance to both existing and new AI models being developed. As of now, there is no publicly
available, nationwide mechanism that enables objective evaluation and ongoing assessment
of the consequences of using health AI models in clinical care settings.

CONCLUSION AND RELEVANCE The need to create a public-private partnership to support a
nationwide health AI assurance labs network is outlined here. In this network, community
best practices could be applied for testing health AI models to produce reports on their
performance that can be widely shared for managing the lifecycle of AI models over time and
across populations and sites where these models are deployed.
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lab—where standards and validation procedures can be applied to
produce reports on model performance that can be widely shared;
and (4) processes for managing the lifecycle of AI models to ensure
they maintain their performance over time, populations, and sites.
While there are several bodies focused on the first item, there is a
long road from enumeration to practical application of standards and
best practices. Although the CHAI draft blueprint envisioned inde-
pendent assurance labs, as of now, there is no publicly available, na-
tionwide approach that enables objective assessment of health AI
models and the consequences of their use.

Therefore, there is a rapidly growing need for a nationwide
network of health AI assurance labs, whose purpose would be to
evaluate models using nationwide standards and best practices.
These labs could leverage an agreed-on set of community best
practices for the development of trustworthy health AI, such as
those developed by the CHAI,4 and those from efforts like the
National Academy of Medicine AI Code of Conduct.17 Such a net-
work of labs could be based on a set of patient privacy–respecting
sources of data, collected, curated, and maintained by health care
systems, payers, research organizations, and life science compa-
nies for the purpose of enabling transparent and localized testing of
new AI models.18 Specifically, a nationwide network for assurance
labs could achieve the following critical goals for evaluation and
development of AI in health care.

Shared Resource for Development and Validation
Assurance labs could serve as a shared resource for the industry to
validate AI models, thus accelerating the pace of development and
innovation, responsible and safe AI deployment, and successful mar-
ket adoption.19 A network of assurance labs could comprise both pri-
vate and public entities, rather than one national organization, given
the number and diversity of emerging models, the need for local-
ized testing,18 and the increasing recognition of the need for ongo-
ing monitoring as well as reporting.16 Such a network could fill a criti-
cal gap in an ecosystem dominated by well-meaning but often
overexuberant and inexperienced developers who lack the depth
of understanding of health care delivery. Given that health AI more
broadly, including genAI, is subject to existing liability regulation for
health care systems and physicians,20,21 it is imperative that mecha-
nisms are developed that use nationwide standards and best prac-
tices for testing and evaluation to ensure that the AI models devel-
oped for use in health care are trustworthy.

Comprehensive Evaluation of AI Models
Such labs could provide different levels of evaluation, ranging from
a technical evaluation of model performance and bias for a specific
use case,22 to an interpretation of its performance for stratified sub-
groups of patients,23-25 to a prospective evaluation of usability and
adoption via human-machine teaming26-29 and predeployment
simulation of the consequences of using the model’s output in light
of specific policies and work capacity constraints.30-32 The Figure
shows an example evaluation report that might be generated in such
assurance labs, for instance, a hypothetical scenario of using a
prediction model to guide care interventions, such as one that pre-

dicts sepsis risk to guide patient care in the intensive care unit, with
the report summarizing performance and achievable benefit in light
of work capacity constraints.31,32 Additionally, these labs could part-
ner with model developers to help remediate specific areas (eg, bias)
for improved performance and adherence to best practices. Such
labs might also collaborate with the broader community to de-
velop an agreed-on framework for evaluating genAI models.33

Transparent Reporting
The results of such evaluations could be published openly to a na-
tionwide registry of AI tools that would include the model as an in-
tegral part. This registry would promote transparency by sharing plain
language summaries of the evaluation with the general public, in-
cluding patient stakeholders. A precedence exists for this exact ap-
proach in the Electronic Health Records Meaningful Use program cre-
ated by the Health Information Technology for Economic and Clinical
Health Act and the resulting Certified Health Product List.34

Promoting Regulatory Guidance
Further, these labs could be leveraged in implementing guidance
set forth by regulatory agencies to generate a set of metrics and
testing scripts for evaluating an AI model’s performance. For
example, currently, the US Food and Drug Administration is tasked
with evaluating and approving models that are software as medical
devices and are commercially marketed.14 While this approach
does provide an existing set of guardrails for evaluation, given the
expected volume of submissions, as well as the need for “local
validation,”18 there may be value in partnering with qualified labs to
produce the required metrics for validating the quality, safety, and
efficacy of a model prior to premarket submission—analogous to
CE (Conformité Européenne) marking of devices by notified bodies
in Europe.35 An example of a partnered approach is the Office of
the National Coordinator for Health Information Technology’s Cer-
tification Program, which is a voluntary program composed of func-
tional and technical requirements known as “certification criteria”
to which conformance is demonstrated using test procedures
approved by the Office of the National Coordinator for Health
Information Technology and National Institute of Standards and
Technology, and performed by designated testing labs accredited
by standards bodies based on the principles of the International
Organization for Standardization and International Electrotechnical
Commission framework.36

Ongoing Monitoring
A network of assurance labs could also provide monitoring of ongo-
ing performance of AI models to ensure their intended objectives
are achieved, in addition to offering services supporting federal regu-
lation, such as the Predetermined Change Control Plan37 and others,
as they emerge. Such a network would help clinicians verify the ap-
propriateness of AI models developed for use in health care delivery,
whether those models are embedded in systems offered by elec-
tronic health record vendors or offered separately by third-party
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developers or created by the health care organization itself. There is
a need to provide credible verification of information to clinicians for
the use of health care–specific medical and nonmedical algorithms,
including verifying health equity risks of models before they are in-
tegrated into the care delivery process. Independent third-party test-
ing of AI models—irrespective of the source of the model—provides a
path for adhering to assurance standards agreed on via a community
consensus and would greatly facilitate governance decisions at health
systems about which algorithms are trustworthy.

While the concept of a nationwide network of assurance labs
might be the most direct path toward trustworthy health AI, it is
not without limitations. First, applications of AI tools are inherently
local and any evaluation needs to account for local context18; a net-
work of assurance labs needs to develop an approach that takes
local context into account. An alternative would be to enable
health systems to create their own local assurance labs. While pos-
sible for the larger health systems and academic medical centers,
this alternative would not scale, even if all were to rely on consen-
sus standards developed by CHAI. Having such local labs would
also exacerbate health system level inequity, with better-resourced
systems able to provide stronger protections. Our proposed
approach also must ensure system-level equity. Specifically, the
assurance lab network needs to develop a revenue model in a man-
ner that does not further disadvantage less well-resourced health
systems. Another alternative would be to create a national-level,

government-operated assurance lab. However, this would require
an enormous effort and investment and run into similar problems
of poor local connectivity. Yet another approach would encourage
commercial assurance labs, either connected to large AI developers
or private for-profit assurers. Such a setup raises ethical problems—
large AI developers assuring their own products can be likened to a
fox guarding the hen house. While we believe that incentives would
be better aligned if such entities were nonprofits focused on devel-
opment and scaling of assurance-enabling technologies, we would
not preclude consideration of for-profit assurance labs that adhere
to community standards. Yet another approach is to empower
solution developers to do local testing and validation and share
results in a manner that is verifiable by the assurance labs. Given
the diversity of choices available, we propose a modest start with a
small number of assurance labs that experiment with these diverse
approaches and gather evidence that the creation of such labs can
meet the goals laid out in the Executive Order’s section (G)(ii).

A focus on AI testing and a structure for doing so that uses
open, consensus-based nationwide standards applied to datasets
specific to the use case of the model and examines the implications
of using a model’s output for the use case at hand is critically
needed. An assurance labs network enhances the possibility of
delivering on the high expectations of AI in health, and may miti-
gate against potential disappointments as has happened with AI
adoption in other sectors (eg, self-driving cars).38

Figure. Example Reports That Can Be Generated by an Assurance Laboratory
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The consequences of using a model’s output to guide decisions are a complex
interplay of the properties of the model (its performance, inputs, and outputs),
the workflow in which the model is deployed, and the action triggered by the
model including the capacity of the team executing the action, the potential
benefits and costs of acting, and whether those benefits and costs differ for
different types of patients. The figure illustrates the different facets of a
comprehensive assessment of a hypothetical scenario of using a prediction
model to guide care interventions, such as one that predicts sepsis risk to guide

patient care in the intensive care unit (ICU). A, The panel illustrates how an
assurance lab can evaluate a model in silico using data from a multisite data
network as well as details on the patient population for which it would be
deployed to produce a report of the model's performance and bias by
subgroups. B, The panel illustrates how an assurance lab can use the model's
output, workflow, team capacity constraints, information about specific
subgroups to monitor to perform a simulation (such as in Wornow et al31)
estimating achievable benefit at different capacity constraints.
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Conclusions

As the technology for building models becomes widely available
and community consensus on how to evaluate their performance
emerges, the rationale for “a lab for testing” to ensure model cred-
ibility as well as accountability is increasing. A public-private part-
nership to launch a nationwide network of health AI assurance labs
could promote transparent, reliable, and credible health AI. CHAI,
which includes ex-officio government members (US Food and Drug

Administration, Office of the National Coordinator for Health Infor-
mation Technology, Centers for Medicare & Medicaid Services,
National Institutes of Health, Veterans Affairs, White House Office
of Science and Technology Policy, and others) as observers and
works in close partnership with the National Academy of Medi-
cine’s AI Code of Conduct initiative,17 looks forward to fostering
a nationwide conversation to help shape the creation, implementa-
tion, and operation of an assurance labs network that can help
fulfill the promise that responsible health AI offers for the health
care system.
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